Nonlinear Analysis of Heart Rate Variability: A Comprehensive Review
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ABSTRACT

The traditional techniques for Heart Rate Variability (HRV) analysis in time and frequency domains are often not sufficient to characterize the complex dynamics of the heartbeat, since the mechanisms involved in cardiovascular regulation probably interact with each other in a nonlinear manner. There are already dozens of techniques for non-linear evaluation of HRV. However, until now, systematic studies of large groups of patients using this approach have not been conducted. We present the current state of knowledge in this area based on nonlinear variables more prevalent in existing publications. It can be concluded that the analysis of HRV in the nonlinear domain provides very useful information to characterize the appropriate autonomic balance and is a more reliable marker of complications and mortality in patients with cardiovascular disease.
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TOPIC HIGHLIGHT

The heart rate variability (HRV) is habitually quantified by using methods of the time and frequency domains, which measures the overall magnitude of fluctuations in intervals between consecutive heartbeats (RR interval) around its average value or the magnitude of fluctuations in some predetermined vibration frequencies. The traditional data analysis techniques in the time and frequency domains are often not sufficient to characterize the complex dynamics of generation of the heartbeat since the mechanisms involved in cardiovascular regulation probably interact with each other in a nonlinear way.

Then, various attempts have been reported to apply the concept of nonlinear dynamics to this problem, arousing increasing interest. These new methods related to nonlinear dynamics are, in general, clinically more relevant for a better interpretation of pathophysiological behavior of HRV under various conditions and, consequently, its prognostic value, complementing the information obtained with traditional assessments. However, systematic studies of large groups of patients using this approach, have not been conducted[1-2].

In a recent publication of the European Society of Cardiology, the authors reviewed the literature available from 1996 until December 2013, looking for relevant articles addressing the use of non-conventional methods, which had been used in a significant number of patients (more than 200 cases) finding only 21 studies from the thousands already published. This highlights the importance of the issue addressed here, which aims to characterize and quantify the real practical use of nonlinear methods for assessing HRV[3-4].

Nonlinear analysis methods differ from the conventional HRV methods because they do not assess the magnitude of variability but rather the quality, scaling, and correlation properties of the signals[5]. In other words, they are related with the unpredictability, fractability and complexity of the signal.

The concepts related to chaos theory, the fractal mathematics and the dynamic complexity of heart rate variability behavior are still far from large application in medical clinical practice, although they constitute a fruitful field for research and expansion of knowledge in both health and disease[6].
In particular, it has been demonstrated, for example, that the short period fractal-scaling exponent measured by the Detrended Fluctuation Analysis (DFA) method predicts fatal cardiovascular events in several populations. The Approximate Entropy (ApEn) also a nonlinear index of dynamic heart rate, which describes the complexity of the RR interval behavior has provided information about the vulnerability for atrial fibrillation. There are many other nonlinear indices such as the Lyapunov Exponent (LE) and Correlation Dimension (CD), which also provide information on the characteristics of HRV, but their clinical utility has not been fully established[9].

Meyerfeldt et al[7] in 2002 evaluated whether changes in HRV represented or not early signs for the occurrence of ventricular tachycardia in patients with implantable defibrillators. They analyzed 1000 RR intervals occurring immediately before the onset of a ventricular tachycardia (131 episodes) compared to a control period distant of the arrhythmia (74 series) in 63 patients with heart failure, and implanted defibrillator device. They found that none of the linear parameters was able to detect significant differences between groups. However, nonlinear parameters detected short periods of low variability prior to the occurrence of tachyarrhythmia suggesting the possibility of creating defibrillators sensitive to algorithms based on nonlinear dynamics.

More recently, there has also been an effort in trying to demonstrate the effect of gender and age on nonlinear indexes. Beckers et al[3] (2005) evaluated 135 women and 141 men (age 18 - 71) using Holter monitoring system for 24 hours subdividing the analysis into two periods: daytime (8 AM-9 PM) and nighttime (11 PM-6 AM). They studied variable nonlinear scaling properties like 1 / f slope (where “f” is frequency), fractal dimension, and detrended fluctuation analysis with short (α1) and long-term (α2) correlations being the nonlinear complexity described with correlation dimension (CD), Lyapunov exponent (LE), and approximate entropy (ApEn). They found that like with the linear variables, nonlinear variables also feature a day-night variation, except for the CD in the female population. Higher nonlinear behavior was evident during the night. No clear differences between men and women were found with the nonlinear indexes. They concluded that nonlinear indexes decline with age and this could be related to the concept of decreasing autonomic modulation with advancing age.

Souza et al[6] (2014) evaluated healthy women aged 18-30 years studying the behavior of HRV in response to the postural change maneuver, using linear and nonlinear variables. They observed that the short-term alpha-1 exponent was significantly increased at all moments investigated compared to seat. Increase in the properties of short-term fractal correlations of heart rate dynamics accompanied by a decrease in the parasympathetic modulation and global HRV was observed in response to the postural change maneuver.

An interesting and exhaustive historic of the initial studies about nonlinear dynamics can be found in Voss A et al[1](2009).

We will do from now, a general approach on the current state of clinical application and prognostic relevance of the main nonlinear methods for assessing HRV. We will use the classification proposed by Bravi A et al[4] (2011). These authors comment that the growth and complexity of techniques applicable to the study of heart rate variability have made interpretation and understanding of variability more challenging. Then after review, carefully, the theory and the clinical applications of more than 70 variability techniques, they proposed a revised classification for the domains of variability techniques, which include statistical, geometric, energetic, informational, and invariant types.

The domains related to Linear Analysis of HRV in that classification are the statistical, the geometric and the energetic. The domains related to the Nonlinear Analysis of Heart Rate Variability are the Informational and the Invariant. In each one of these last two domains, we will make some comments about the more prevalent ones in published clinical studies.

1. INVARIANT DOMAIN

A. Detrended Fluctuation Analysis (DFA) with α1 and α2 components
B. Fractal Dimension (FD)
C. Hurst Exponent (HE)
D. Largest Lyapunov Exponent (LLE)
E. Correlation Dimension (CD)

1A. DFA(α)
The complex physiological signals although typically not stationary, they are not random. The Detrended Fluctuation Analysis (DFA) was developed by Peng CK et al[8] in 1995 and is used to measure the presence or absence of fractal correlation properties. With the aid of this method, it is possible to detect the occurrence of intrinsic self-similarity in certain types of nonstationary time scales[6,10-12]. The mathematical concept of this index can be easily found in a large quantity of publications[11-13].

In general are considered two components as part of this index α, the short-term (α1) involving correlations from four to 16 heartbeats and long-term (α2) involving from 16 to 64 beats.

The long-range correlations should correspond to sympathetic modulation, whereas short-term correlations should correspond to both sympathetic and vagal modulation[3].

It is considered that alpha coefficient values close to 0.5 ("White Noise") imply the absence of correlation between the RR interval and consequently greater randomness in the dynamics of the time series. Values closer to 1.0 ("1 / f or Pink Noise") have characteristics of both random and high correlations, indicating fractal heart dynamics. Values close to 1.5 ("Brownian Noise"; integration of "White Noise") are associated with signs with strongly correlated behavior[14].

It was observed that an acceptable estimative of the scaling alpha exponent can be obtained from the analysis of a data set interval with only 256 intervals (equivalent to about 3.5 min RR data in a heart rate of 70 beats/min). Therefore, it would be expected that the analysis of RR data from an ECG recording period of 10 min, could provide an adequate measure of the scaling exponent. However, the alpha value obtained from this calculation can be under the influence of both the short-term level reflecting the parasympathetic control, as the long-term level reflecting the sympathetic control and therefore may fail to distinguish the completely parasympathetic and sympathetic influences. A separate analysis of both short-term scale and long-term should cancel the mutual effect and reveal the exact range of the scale. Thus, Roy and Ghatak (2013)[13] proposed for analysis of the short-term component (α1) to use using only 25 intervals and for the analysis of the long-term component (α2) from 30 to N/4 intervals but this procedure has not been in widespread use. Bucecetti et al[5] (2012) when commenting on the method claim that "A singular ECG derivation is recorded continuously and the R-R distance is calculated in milliseconds until it is possible to get an amount of 8000 R-R (!),
that are necessary to assure an adequate interval of time. As can be
noted, there are no consensus yet about the adequate interval to use.
Makikallio et al.\textsuperscript{[10], 1998} showed that this dynamic fractal behavior of RR intervals, changes in patients with stable angina. They compared 38 consecutive patients with stable angina, with a control group detecting reduction of fractal correlation in the first group.

Analysis of the short-term fractal properties have also shown greater prognostic power compared to the conventional measurements in patients with acute myocardial infarction with or without depressed ventricular function\textsuperscript{[11]}. Makikallio TH et al.\textsuperscript{[19]} using traditional measurements of time and frequency domains beyond the analysis of short-term fractal properties studied 159 patients post myocardial infarction who had depressed ventricular function (EF < 35%) stating that at the end of four years of follow-up 72 patients had died (45%). The exponent alpha of short-term scale differed significantly when comparing the group who survived with the group who died (1.07 ± 0.26 vs 0.90 ± 0.26; p < 0.001) and none of the conventional variables was able to make that separation. Moreover, among all variables, the exponent α1 at the cut-off < 0.85, was the best single predictor of mortality with a relative risk of 3.17 (95% CI 1.96 to 5.15; p < 0.0001) even after adjusting for multiple clinical variables\textsuperscript{[12]}

In obese children, reduction of α1 values when compared to normal children may suggest an early loss of fractal dynamics and the consequent risk of future development of heart disease\textsuperscript{[13]}. Buccelletti et al.\textsuperscript{[2]} (2012) compared two groups of patients matched for age (57 ± 14 years versus 54 ± 20 years), formed respectively by 45 individuals who came to the Emergency Department for elucidation of chest pain and 20 seriously ill patients hospitalized in an ICU after open heart cardiac surgery or treatment of septic shock. These values were 0.98 ± 0.31 and 0.76 ± 0.43 for alpha1 with 1.01 ± 0.09 and 0.99 ± 0.18 for alpha2, respectively.

Krstacic G et al.\textsuperscript{[12]} (2012) tested the applicability of nonlinear methods for HRV performance evaluation in patients with stress-induced cardiomyopathy (Takotsubo Syndrome or "Broken Heart Syndrome") whose pathogenesis is possibly related to acute release of large amounts of stress hormones leading to effect known as 'catecholamine induced myocardial stunning'. Twenty-five female patients (60.2 ± 8.3 years) with symptoms and signs of stress-induced cardiomyopathy, were identified and included in the study and the control group consisted of 50 randomly selected age-matched (mean age 63.1 ± 7.2 years) healthy women. The values found for alpha1 and alpha2 were 1.11 ± 0.05 and 1.18 ± 0.04 for the control group and 1.31 ± 0.06 and 1.25 ± 0.05 for the group with cardiomyopathy showing a fractal behavior in the controls and a trend to strongly correlated behavior in the study group\textsuperscript{[14]}.

What one finds is that regardless of the studied disease or age, and even sample size and acquisition methodology, values that deviate from the normal value of 1.0 (increasing or decreasing) are associated with higher morbid gravity or worse prognosis revealing loss of fractal behavior toward random or strongly correlated behavior.

The above-cited methodological differences could explain some of the discrepancies between results found in several studies with the index pointing to the need for greater standardization aiming comparability of results.

1B. Fractal Dimension (FD)

Fractals are irregular elements that do not fit in any of the conventional geometric figures. As fractals are considered the clouds, mountains, coastlines, snowflakes and in the context of this topic, the contours of tachograms derived from the heartbeat of healthy or diseased individuals.

One of the fundamental characteristics of fractals is their dimension, called fractal dimension (FD). It is a statistical measure based on an algorithm proposed by Katz in 1988 which gives an indication of how fully a particular element fills the space in which it is located. In the case of an RR interval tachogram derived from the heartbeat, that algorithm describes the planar extension of the time series.

FD is a measure of the regularity of a signal. It corresponds to the self-similarity of the signal. Thus, the greater the value of fractal dimension more irregular will be the signal indicating increased complexity or how much the system has in terms of self-similarity. It has been linked to vagal modulation of heart rate\textsuperscript{[21]}.

1C. Hurst Exponent (HE)

The Hurst exponent (HE) is a useful statistical method for inferring the properties of a time series without making assumptions about stationarity. Hurst exponent is responsible for a measure of predictability of a time series. Hurst exponent values range between zero and 1 with higher values indicating a smoother trend, less volatility, and less roughness. A value of 0.5 indicates a true random walk (a Brownian motion time series). In a random walk, there is no correlation between any elements and future element\textsuperscript{[22]}.

An H exponent ≠ 0.5 implies that the time series is fractal. Hurst exponent is related to the fractal self-similarity dimension (D) by the equation $H = 2- D$. The method is shown to be robust even for relatively short time series (data length < 1,000), obtained from human subjects\textsuperscript{[23-25]}.

Values 0 < H < 0.5 indicates anti-persistent behavior, in that one can expect whatever direction of change is current, is unlikely to continue\textsuperscript{[25]}. In an anti-persistent time series (also known as a mean-reverting series) an increase will most likely be followed by a decrease or vice-versa (i.e., values will tend to revert to a mean). This means that future values have a tendency to return to a long-term mean. A value 0.5 < H < 1 indicates persistent behavior. In a persistent time series, an increase in values will most likely be followed by an increase in the short term and a decrease in values will most likely be followed by another decrease in the short term. For pink noise, H = 1. H is directly related to fractal dimension, D, where 1 < D < 2, such that D = 2 - H. Alternatively the local Hurst Exponent is related to the exponent α of the DFA method by the relationship $α = 1 + H$\textsuperscript{[26]}.

Krstacic G et al.\textsuperscript{[19]} (2012) testing the applicability of nonlinear methods for HRV performance evaluation in patients with stress-induced cardiomyopathy (Takotsubo Syndrome or "Broken Heart Syndrome") evaluated twenty-five female patients (60.2 ± 8.3 years) with symptoms and signs of stress-induced cardiomyopathy and 50 randomly selected age-matched (mean age 63.1 ± 7.2 years), healthy women, employing a measure of the Hurst exponent. The value found for the control group was 0.84 ± 0.05 and 0.58 ± 0.09 for the group with cardiomyopathy ($H < 0.001$). The findings are in agreement with the expected since Random Brownian motion produces the value $H = 0.5$ (uncorrelated events) and an exponent H other than 0.5 implies that the time series is fractal.

1D. Largest Lyapunov Exponent (LLE)

The Lyapunov exponent is a non-linear measure that quantifies how chaotic is the system. Presence of positive LLE Indicates chaotic system sensitive to the initial conditions. Periodic signals will have an exponent of zero. It has limited applicability because it requires the use of long and stable time series, which is often impossible to get in biological systems\textsuperscript{[27]}.
The Lyapunov exponent Measures the "Butterfly Effect", or the changes in the final results in relation to changes in initial data, even though these are very small. Mathematically, the more the result is close to one, the greater the chaotic pattern (related to health and homeostasis), and the closer to zero, the greater is the linear pattern (related to disease).

Selig FA et al (2011) studied Heart Rate Variability in preterm (PTN) and term neonates (TN) using linear and nonlinear variables. Among the nonlinear variables, Lyapunov Exponent in PTN was significantly different from TN, with P-value < 0.001. Still, regarding absolute values, the TN group had mean LE values closer to 1 than the PTN group; this fact is explained by the probable immaturity of the autonomic nervous system in the PTN group, with more linear time series than the term neonates[30].

1E. Correlation Dimension (CD)
The correlation dimension gives the information about the number of independent functional components necessary to describe the underlying system and the degree of nonlinear coupling between these components. The correlation dimension is a measure that overcomes the limitations of the need for large time series since it allows evaluation of short series and also non-stationary[30].

In biological systems, the higher the CD is, the more degrees of freedom the system has and, therefore, the greater range of possible adaptive responses are present. Correlation dimension is a useful measure of self-similarity of a signal. Correlation dimension will have higher value if RR intervals vary more and it decreases when autonomous balancing shifts towards sympathetic regulation.

There is also an inverse relationship with age with higher values in adolescent group (8 to 17 years) and lesser values starting with age group of 22 to 35 years due to increased sympathetic activity[30].

2. INFORMATIONAL DOMAIN

A. Approximate Entropy (ApEn)
B. Sample Entropy (SampEntropy)
C. Shannon Entropy (ShanEntropy)
D. Multiescalar Entropy (MSE)

2A. Approximate Entropy (ApEn)
ApEn a widely used nonlinear tool to analyze biological data. It was proposed by Pincus SM (1991)[30] and quantifies the likelihood that runs of patterns, which are close, will or not be followed by additional similar observations in subsequent incremental comparisons[31-33].

In brief, given a time series with N points (SN), Approximate Entropy [ApEn(SN,r,m)], is approximately equal to the negative average natural logarithm of the conditional probability that two sequences that are similar for m points (where m is called the embedding dimension) remain similar, within a tolerance r, at the next point[31-32,34].

It can be used to assess the complexity, randomness or unpredictability of fluctuations in a time series. High values of ApEn indicate high irregularity and complexity in time-series data[31-32,34].

ApEn lack two important expected properties. First, ApEn is heavily dependent on the record length and is uniformly lower than expected for short records. Second, it lacks relative consistency. That is, if ApEn of one data set is higher than that of another it may not remain higher for all conditions tested so causing difficulty when comparisons are needed[31-32,34].

With regard to its relationship with the autonomic nervous system, it is said that ApEn is mostly linked with vagal modulation[31]. Yeragani et al[33] (2005) have shown that ApEn correlates significantly with the HF power time series and can be regarded as a nonlinear measure of cardiac vagal function.

Krstic et al[34] (2012) studied with nonlinear methods the behavior of HRV in patients with stress-induced cardiomyopathy (Takotsubo Syndrome or "Broken Heart Syndrome") evaluating twenty-five female patients with Symptoms and signs of stress-induced cardiomyopathy and 50 randomly selected age-matched healthy women employing the measurement of approximate entropy. The value of ApEn found for the control group was 1.10 ± 0.11 and 0.92 ± 0.12 for the group with cardiomyopathy (P < 0.001). These findings agree with the expected since larger ApEn values correlate with increased complexity in the system.

2B. Sample Entropy (SampEntropy)
As mentioned above, the results for the Approximate Entropy rely heavily on the sample size and are relatively inconsistent. To circumvent these drawbacks Richman JS and JR Moorman (2000) developed a new related measure of time series regularity that they called sample entropy (SampEn)[30].

SampEn displays the property of relative consistency in situations where ApEn does not. That is, if one record shows lower SampEn than another with one set of values of m and r, it also shows lower SampEn with different values.

Low SampEn characterizes regular time series, whereas high SampEn characterizes random time series.

Lake DE et al[31] (2002) evaluated 89 infants admitted consecutively to the NICU over a period of 9 months with Sepsis or sepsis like illness. SampEn was significantly associated with upcoming sepsis and sepsis like illness (ROC area 0.64, 95% CI 0.56-0.74, P = 0.001). Moreover, SampEn significantly added diagnostic information to the variables gestational age and birth weight (P < 0.001).

Porta A et al[30] (2007) studied SampEn during graded head-up tilt test in 17 healthy nonsmoking humans (age from 21 to 54 years, median = 28; 7 women and 10 men) over short heart period variability series (near 250 cardiac beats). They found that SampEn showed a progressive decrease of complexity as consequence of the tilt table inclination, producing a progressive shift of the sympathovagal balance toward sympathetic predominance through a sympathetic activation and vagal withdrawal.

Bay et al[31] (2009) evaluated in sixteen healthy female college students with a mean ± SD age of 23.8 ± 2.7 yrs. and body mass index of 20.8 ± 1.2 kg/m², complexity measures along with the spectral components of HRV during both the follicular phase (day 11.9 ± 1.4) and the luteal phase (day 22.0 ± 1.4). SampEn and high frequency (HF) components decreased from the follicular phase to the luteal phase, whereas normalized low frequency (LF) components and the LF-to-HF ratio as well as resting HR increased.

Mani et al[30] (2009) studied eighty patients with cirrhosis [53 men, 27 women; mean (± 1SD) age 54 ± 10 year], classified as neuropsychiatically unimpaired or as having minimal or overt hepatic encephalopathy, and 11 healthy subjects, using nonlinear analysis of HRV. They found significant reduction in SampEn in liver disease group compared to healthy subjects (2.33 ± 0.67 versus 2.89 ± 0.52; P < 0.01) and association with the severity of the condition with SampEnt values in Child A, B and C respectively 2.47 ± 0.69; 2.14 ± 0.55 and 2.05 ± 0.60.

The improved accuracy of SampEn statistics should make them useful in the study of experimental clinical and other biological time series.
2C. Shannon Entropy (ShanEntropy)

Shannon Entropy is usually estimated after the transformation of the dataset into bins or a symbolic sequence. Counting the relative frequency of each bin or word, the Shannon entropy will be equivalent to the sum of the relative frequencies weighted by the logarithm of the inverse of the relative frequencies (i.e. when the frequency is low, the weight is high, and vice versa) \( H \).

However, when reading a paper about utilization of Shannon Entropy as a complexity measure we must to be aware about the methodology of the data extraction. Therefore, when SE is derived from the Symbolic Dynamic Analysis method, it is true that the higher the values more complexity is present and from the clinical point of view, the more physiological are the conditions and probably healthier is the patient. In the other hand when SE is derived from the Recurrence Plot method, the higher are the values, the less complexity will be present and from the clinical point of view, less physiological will be the conditions and probably more diseased will be the patient. The explanation of this apparent paradox is the following: with Symbolic Dynamic, SE is a measure of the complexity of the possible “words” of the system and then, if we have more words we have more complexity. With Recurrence Plots, SE is a measure of the complexity of the “diagonals” present in the system and as diagonals are representing the determinism, the higher the values are, more determinism and so more linearity and less homeostasis.

To illustrate this different interpretation, we present below, the works of Guo R et al[9] (2002) and Kunz VC et al[9] (2011). In the first study, the authors compare, using Recurrence quantification analysis (RQA), the pulse morphological changes in 37 inpatients with coronary heart disease and 37 normal subjects. Shannon entropy of the frequency distribution of diagonal line lengths showed significantly higher values for patients with CHD (4.464 ± 0.194) than for normal subjects (4.262 ± 0.199; \( P < 0.05 \)). In the second study, the authors compare, using Symbolic Analysis the presence of autonomic dysfunction in patients with coronary artery disease (CAD) and to compare them with normal subjects. A sample of 52 men (mean age 54 ± 5.39 years) was allocated into three groups: obstructive CAD \( > 50\% \) (CAD + n = 18), obstructive CAD < 50%, (CAD- n = 17) and apparently healthy controls (CG n = 17). The CAD+ group presented lower SE values compared to CAD- and control groups (3.28, 3.51 and 3.53, respectively, \( p < 0.05 \)).

CONCLUSION

It can be concluded that the analysis of HRV in the nonlinear domain provides very useful information to characterize the appropriate autonomic balance and is a more reliable marker of complications and mortality in patients with cardiovascular disease.
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